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Abstract—The control performance of sensorless vector-controlled induction motors mainly relies on the accurate flux estimation. However, due to the variations of electrical parameters, the inaccuracy of estimated fluxes will cause the performance degradation of speed control. In this paper, a fractional-order integral sliding-mode flux observer is provided to estimate the d- and q-axis fluxes in the stationary reference frame. In addition to simulations, a DSP/FPGA based experimental platform is setup to evaluate the feasibility of the proposed scheme. Simulations and experimental results illustrate that the performance of flux and speed tracking can be performed as desire by utilizing the fractional-order integral sliding-mode flux observer in a wide speed range.

I. INTRODUCTION

The vector-controlled scheme, also called field-oriented control, made the control of AC motors equivalent to that of separately excited DC motors with certain coordinate transformations and decoupling manipulations [1]. High-performance vector-controlled induction motors without speed sensors are popularly used in industries due to the high reliability of the overall system and low cost of maintenance. The existence of flux-estimation errors will deteriorate the control performance of induction motors. Current model and voltage model are two typical flux observers which have the advantage of computation simplicity. However, the incapability of dealing with parameter variations is the common drawback [2]. The estimation accuracy and robustness of flux observers have attracted a lot of attentions in high performance induction drives. For example, a reduced-order flux observer was utilized for the speed control of induction motors by using the measurements of stator currents and rotor speeds in [3]. Hilalret et al. [4] proposed a two-stage extended Kalman filter for the flux and speed estimation of induction motors.

The variable structure control (VSC) strategy using the sliding-mode (SM) control theory can offer some interesting features, such as robustness to parameters variations, insensitivity to disturbances and fast dynamic responses [5]. Recently, the sliding-mode concepts have been successfully applied to high performance induction motors. For examples, Chen [6] introduced a sliding-mode flux controller and a sliding-mode speed controller to enhance the flux and speed responses of induction motors. In the work of Zaky et al. [7], a parallel speed and stator resistance estimation algorithm based on a sliding-mode current observer was represented to implement a good operation of a sensorless induction motor in low speed regions. In general, the sliding-mode control system is sensitive to the parameter variations and external disturbances during the reaching phase. On the other hand, the system trajectories in the integral sliding-mode (ISM) scheme can be established without a reaching phase, and the robustness subject to parameter variations and disturbances is guaranteed starting from the initial time instance. Relative studies can be found in [8]-[9].

In most cases of sliding manifolds, the order of integration or derivation is an integer. However, subject to the increasing complexity of control systems, integer-order operators may not meet the required performance and robustness of concern. By adopting the concepts of the fractional-order calculus, it could take the advantage of the flexible selectivity of orders [10]. Podlubny [11] introduced that the fractional-order calculus could be applied to deal with the control problems of dynamic systems and to enhance the system control performance. Some applications of fractional-order sliding-mode controllers are found in references [12]-[14]. In this paper, considering the benefits of fractional-order calculus, a fractional-order integral sliding-mode (FOISM) flux observer is proposed for vector-controlled induction motors. In the proposed scheme, the differences between the observed and measured stator currents are used to define the sliding surface. Accordingly, the switching control law is designed and the system convergence is proved by the Lyapunov theorem. Furthermore, a DSP/FPGA based experimental system is set up to evaluate the feasibility of proposed works.

The organization of this paper is as follows. Section 2 briefly describes the dynamic model of induction motors. In addition, the basic concepts of fractional-order calculus and the approximation of fractional operators are discussed. In Section 3, an FOISM flux observer is addressed. Also, the speed estimation of the induction motor is investigated. Thereafter, simulation and experimental results are provided in Section 4. Finally, the concluding remarks and future works are given in Section 5.

II. PRELIMINARIES

A. Dynamic Model of Induction Motors

It is noted that the mathematical model of the vector-controlled induction motor is highly nonlinear. The dynamic model of an induction motor is commonly discussed with ignoring the parasitic effects such as magnetic saturation, eddy current, iron loss and hysteresis [15]. Based on a d-q...
axis coordinate model in the stationary reference frame, the state equations of an induction motor can be described as [16]

\[
\begin{bmatrix}
\dot{i}_{ds} \\
i_{qs}
\end{bmatrix} = k_1 \begin{bmatrix}
-\eta & \omega_r \\
-\eta & \eta
\end{bmatrix} \begin{bmatrix}
\phi_{dr} \\
\phi_{qr}
\end{bmatrix} - \eta L_m \begin{bmatrix}
i_{ds} \\
i_{qs}
\end{bmatrix} - k_2 \begin{bmatrix}
i_{ds} \\
i_{qs}
\end{bmatrix} + k_3 \begin{bmatrix}
u_{ds} \\
u_{qs}
\end{bmatrix}
\]

where \(k_1 = k_2 L_{sw}, k_2 = \frac{R}{\sigma L}, k_3 = \frac{1}{\eta L}, \text{and} \eta = \frac{c}{2} \). In (1) and (2), \(i, \phi, v, R \text{ and } L\) are the current, flux, voltage, resistance and inductance, the subscripts \(d\) and \(q\) denote the components of \(d\)- and \(q\)-axis, the subscripts \(r\) and \(s\) mean the rotor and stator, \(L_m\) is the mutual inductance between the rotor and stator, \(\sigma\) is the total flux leakage coefficient, and \(\omega_r\) is the electrical angular speed of the rotor, respectively.

B. Fractional-Order Calculus

Fractional order calculus, developed from ordinary calculus, is a generalization of the integration and differentiation to the non-integer (fractional) order generalized operator \(aD^\lambda t f(t)\), in which \(a\) and \(t\) are the limits and \(\lambda\) is the order of the operator. Two general fractional integral/differential operations are commonly discussed [17]. The first is the Grünwald-Letnikov (GL) definition

\[
aD^\lambda t f(t) = \lim_{h \to 0} \frac{1}{h^\lambda} \sum_{j=0}^{\lfloor t/h \rfloor} (-1)^j \cdot \Gamma(\lambda + 1) \cdot \Gamma(\lambda - j + 1) f(t - j h)
\]

where \(\Gamma(\bullet)\) is the Euler’s gamma function. The other one is the Riemann-Liouville (RL) definition

\[
aD^\lambda t f(t) = \frac{1}{\Gamma(\lambda - 1)} \int_a^t \frac{f(\tau)}{(t - \tau)^\lambda} d\tau
\]

Having zero initial conditions, the Laplace transformation of the RL definition for a fractional order \(\lambda\) is given by

\[
\mathcal{L} \{ aD^\lambda t f(t) \} = s^\lambda F(s)
\]

Intuitively, the fractional-order integral/differential operator has more degrees of freedom than the ones with integer orders. It can be expected that a better performance can be obtained with the proper choice of orders. In the rest of this paper, a simplified notation \(D^\lambda\) is used to represent the fractional-order operator, \(D^\lambda \equiv aD^\lambda t\).

C. Approximation of Fractional Operators

Practically, transfer functions with fractional-order integral/differential operators are usually approximated by integer-order transfer functions when fractional-order controllers have to be implemented, in which a close enough behavior is acquired with less complexity. Referring to [12], the approximate implementation of fractional-order controllers can be categorized as the analog approximate implementation approach and the digital approximate implementation approach.

For example, let \([\omega_b, \omega_B]\) be the frequency range of concern. To obtain an adequate approximation of a fractional-order differential operator, the high- and low-transitional frequencies are chosen as \(\omega_b \gg \omega_B\) and \(\omega_b \ll \omega_A\), respectively. Then, the approximation of the frequency-band fractional differential operator can be determined as [18], [19]

\[
s^\lambda \approx \left(\frac{\omega_b}{\omega_k}\right)^\lambda \prod_{k=-N}^{N} \frac{1 + s/\omega_k}{1 + s/\omega_k'}
\]

in which \(\omega_k'\) is the zero of rank \(k\), \(\omega_k\) is the pole of rank \(k\), \(2N + 1\) is the number of zeros and poles, \(\omega_n = (\omega_b, \omega_B)^{1/2}\).

In practice, the approximate transformations of fractional-order operators are related to a frequency truncation. Intuitively, the degree of approximation of fractional-order operators is related to the chosen transitional frequencies and the order \(N\). It can be expected that the approximation is more accurate with a larger \(N\). However, the computation complexity will be increased with the increasing of \(N\). On the other hand, with a fixed order \(N\), the characteristics of chosen bounded frequencies are also interesting. Accordingly, to obtain a better approximation in the viewpoint of frequency responses, a wider range of \([\omega_b, \omega_B]\) is adopted.

Remark 2.1: The selections of the ranges of high- and low-transitional frequencies can cause various results of approximations. With regard to the possibility of implementation and the accuracy of approximation, above ranges should be selected adequately according to the characteristics of the controlled plants.

III. FLUX AND SPEED ESTIMATION

From (1) and (2), the conventional current mode flux observer can be represented as follows

\[
\begin{bmatrix}
\hat{i}_{ds} \\
i_{qs}
\end{bmatrix} = k_1 \begin{bmatrix}
\psi_d \\
\psi_q
\end{bmatrix} - k_2 \begin{bmatrix}
i_{ds} \\
i_{qs}
\end{bmatrix} + k_3 \begin{bmatrix}
u_{ds} \\
u_{qs}
\end{bmatrix}
\]

where

\[
\begin{bmatrix}
\hat{\phi}_{dr} \\
h_{qr}
\end{bmatrix} = - \begin{bmatrix}
\psi_d \\
\psi_q
\end{bmatrix}, \quad \hat{i}_{ds} = \hat{i}_{ds}, \quad \hat{i}_{qs} = \hat{i}_{qs}
\]

in which the terms \(\psi_d\) and \(\psi_q\) can be obtained as

\[
\begin{bmatrix}
\psi_d \\
\psi_q
\end{bmatrix} = \begin{bmatrix}
\eta & \omega_r \\
-\omega_r & \eta
\end{bmatrix} \begin{bmatrix}
\hat{\phi}_{dr} \\
h_{qr}
\end{bmatrix} = \eta L_m \begin{bmatrix}
i_{ds} \\
i_{qs}
\end{bmatrix}
\]

Referring to (2), (8) and (9), it can be seen that the flux estimation could be affected by the parameter variations of \(R_r\) and \(L_r\). In this paper, an FOISM observer is proposed to improve the performance of flux estimation. Based on the current errors, \(\dot{i}_d = i_{ds} - \dot{i}_{ds}, \dot{i}_q = i_{qs} - \dot{i}_{qs}\), between the
measured and estimated stator currents, the sliding surface of the FOISM flux observer is defined in the following

$$S = \begin{bmatrix} \hat{s}_d & \hat{s}_q \end{bmatrix} = \begin{bmatrix} c_1 \hat{i}_d + c_2 D^{-\lambda} \hat{i}_d \\ c_1 \hat{i}_q + c_2 D^{-\lambda} \hat{i}_q \end{bmatrix}$$

where $c_1$ and $c_2$ are positive constants. In (10), $D^{-\lambda}$ is considered as a fractional-order integral operator with $\lambda \in (0, 1]$. From (9) and (10), the derivative of $S$ can be derived as follows

$$\dot{\hat{S}} = c_1 \begin{bmatrix} \frac{\hat{i}_d - \hat{i}_s}{\hat{i}_q} \\ \frac{\hat{i}_q}{\hat{i}_q} \end{bmatrix} + c_2 D^{-\lambda+1} \begin{bmatrix} \hat{i}_d \\ \hat{i}_q \end{bmatrix}$$

$$= c_1 k_1 \begin{bmatrix} \psi_d \\ \psi_q \end{bmatrix} + c_1 k_1 \begin{bmatrix} M \\ N \end{bmatrix} - c_1 k_2 \begin{bmatrix} \hat{i}_d \\ \hat{i}_q \end{bmatrix} + c_2 D^{-\lambda+1} \begin{bmatrix} \hat{i}_d \\ \hat{i}_q \end{bmatrix}$$

(11)

where $M = -\eta \phi_{dr} - \omega_r \phi_{qr} + \eta L_m i_d$ and $N = \omega_r \phi_{dr} - \eta \phi_{qr} + \eta L_m i_q$. In the proposed FOISM flux observer, $\psi_d$ and $\psi_q$ can be designed by the Lyapunov method. Considering $V = \frac{1}{2} S^T \hat{S}$ as the Lyapunov function candidate, the derivative of $V$ can be described in the following

$$\dot{V} = S^T \dot{S}$$

$$= S^T \begin{bmatrix} c_1 k_1 \begin{bmatrix} \psi_d \\ \psi_q \end{bmatrix} + c_1 k_1 \begin{bmatrix} M \\ N \end{bmatrix} - c_1 k_2 \begin{bmatrix} \hat{i}_d \\ \hat{i}_q \end{bmatrix} + c_2 D^{-\lambda+1} \begin{bmatrix} \hat{i}_d \\ \hat{i}_q \end{bmatrix} \end{bmatrix}$$

(12)

Assume that $\max |c_1 k_1 M| < Q_d < \infty$ and $\max |c_1 k_1 N| < Q_q < \infty$. It can be obtained that $s_d \cdot \max |c_1 k_1 M| < s_d \cdot \text{sign}(s_d) Q_d$ and $s_q \cdot \max |c_1 k_1 N| < s_q \cdot \text{sign}(s_q) Q_q$. Then (12) can be rewritten as

$$\dot{V} < S^T \begin{bmatrix} c_1 k_1 \begin{bmatrix} \psi_d \\ \psi_q \end{bmatrix} - c_1 k_2 \begin{bmatrix} \hat{i}_d \\ \hat{i}_q \end{bmatrix} + \begin{bmatrix} \text{sign}(s_d) Q_d \\ \text{sign}(s_q) Q_q \end{bmatrix} \end{bmatrix} + c_2 D^{-\lambda+1} \begin{bmatrix} \hat{i}_d \\ \hat{i}_q \end{bmatrix}$$

(13)

From (13), the stabilizing control law can be defined as

$$\begin{bmatrix} \psi_d \\ \psi_q \end{bmatrix} = -c_2 k_1 D^{-\lambda+1} \begin{bmatrix} \hat{i}_d \\ \hat{i}_q \end{bmatrix} + \frac{u_0}{c_1 k_1} \begin{bmatrix} \text{sign}(s_d) \\ \text{sign}(s_q) \end{bmatrix}$$

(14)

where $\text{sign}(s_j) = s_j / |s_j|, j \in \{d, q\}$, if $s_j \neq 0$, $\text{sign}(s_j) = 0$, otherwise, and $u_0$ is a positive constant gain.

Theorem 3.1: The sliding mode of the induction motor using the proposed FOISM flux observer is guaranteed if the constant gain $u_0$ of the control law (14) is satisfied with $u_0 > \max |Q_d, Q_q|$. 

Proof: Substituting $\psi_d$ and $\psi_q$ of (14) into (13), it gives that

$$\dot{V} \leq \begin{bmatrix} s_d & s_q \end{bmatrix}^T \begin{bmatrix} -u_0 \cdot \text{sign}(s_d) \\ u_0 \cdot \text{sign}(s_q) \end{bmatrix} + \begin{bmatrix} \text{sign}(s_d) Q_d \\ \text{sign}(s_q) Q_q \end{bmatrix}$$

(15)

It could be obtained that $u_0 - Q_d > 0$ and $u_0 - Q_q > 0$ because of the assumption $u_0 > \max |Q_d, Q_q|$. Therefore, we can conclude that $\dot{V} < 0$, i.e. the sliding mode of the FOISM flux estimation is guaranteed.

It is noted that the convergence of the flux observer can be ensured by selecting a large enough $u_0$ according to the constraint $u_0 > \max |Q_d, Q_q|$. However, an excessively large $u_0$ may produce a high control signal that could yield saturations of the driver. When the system trajectories reach to the sliding surface, i.e. $S = [0, 0]^T$, the $d$- and $q$-axis observed currents will converge to the actual currents. Accordingly, the errors of flux estimation will also tend to zeros.

It is well known that the sliding-mode method suffers from the problem of chattering, which can excite unexpected high frequency responses. In this paper, a saturation function is adopted to eliminate the chattering effects as follows [20]

$$\text{sat}(s_j) = \begin{cases} \text{sign}(s_j/\varepsilon), & \text{if } |s_j/\varepsilon| \geq 1 \\ s_j/\varepsilon, & \text{if } |s_j/\varepsilon| < 1 \end{cases}, \quad j \in \{d, q\}$$

(15)

where $\varepsilon > 0$ represents the thickness of the boundary layer. From (14) and (15), the FOISM flux observer with the saturation function can be described as follows

$$\begin{bmatrix} \psi_d \\ \psi_q \end{bmatrix} = \begin{bmatrix} -\frac{1}{c_1 k_1} u_0 \cdot \text{sat}(s_d) + \frac{k_2}{c_1 k_1} \hat{i}_d - \frac{c_2 k_1}{c_1 k_1} D^{-\lambda+1} \hat{i}_d \\ -\frac{1}{c_1 k_1} u_0 \cdot \text{sat}(s_q) + \frac{k_2}{c_1 k_1} \hat{i}_q - \frac{c_2 k_1}{c_1 k_1} D^{-\lambda+1} \hat{i}_q \end{bmatrix}$$

(16)

Remark 3.1: The integral sliding mode flux observer is a special case of the proposed FOISM flux observer, where $\lambda = 1$.

Remark 3.2: It is observed that the larger $\varepsilon$ is, the less chattering phenomenon is. However, the steady-state error will be arisen as $\varepsilon$ increasing. Therefore, the choice of $\varepsilon$ is a trade-off between the chattering phenomenon and the steady-state error.

Remark 3.3: Given $0 < \lambda \leq 1$, it can be obtained that $-\lambda + 1 \in (0, 1]$. Thus, from (16), the proposed control actions consist of fractional-order differential terms. In fact, both of the operations of fractional-order integral and differential operators are embedded in the control actions, where the integral terms are inherited in the sliding surfaces, $s_d$ and $s_q$.

The estimated rotor speed of the induction motor is derived from the results of the flux estimation. From (9), the speed estimation can be obtained in the following

$$\begin{bmatrix} \dot{\phi}_{dr} \\ \dot{\phi}_{qr} \end{bmatrix} = \begin{bmatrix} \eta \frac{\bar{\omega}_r}{\eta} \\ -\bar{\omega}_r \eta \end{bmatrix} \begin{bmatrix} \hat{i}_{ds} \\ \hat{i}_{qs} \end{bmatrix}$$

(17)

From (17), the estimated speed of the induction motor can be described in the following

$$\bar{\omega}_r = \frac{\phi_{qr}}{\phi_{dr}} \hat{i}_{ds} - \frac{\phi_{dr}}{\phi_{qr}} \hat{i}_{ds} \hat{i}_{ds} - \frac{\phi_{dr}}{\phi_{qr}}$$

(18)
where \( N_p \) is the number of poles and \( \hat{\omega}_{rm} \) is the estimated mechanical angular speed of the rotor. Consequently, the block diagram for the sensorless vector-controlled induction motor with the proposed FOISM flux observer is depicted in Fig. 1.

IV. SIMULATION AND EXPERIMENTAL RESULTS

In this paper, a three-phase 0.1 kW squirrel cage induction motor is used, and the physical parameters are shown in Table I. The motor is driven by a sinusoidal pulse-width modulation (SPWM) inverter of which the switching frequency and dead time are 10 kHz and 3 \( \mu \)s, respectively. Regarding to the switching frequency, the required transitional frequencies for the approximation of integral/differential operators are set to \( \omega_s = 10^4 \text{ rad/sec} \) and \( \omega_b = 10^{-4} \text{ rad/sec} \). Simulations are performed by Matlab to validate the performance of the proposed FOISM observer. The speed, flux and current controllers of the vector-controlled scheme are designed based on the Ziegler-Nichols algorithm. Following the proposed design procedures, the relative coefficients of relative controllers and observers are summarized in Table II. In current study, the control responses of flux and speed tracking are mainly addressed where the flux observers are utilized in the presence of different speed commands and load conditions. Three types of flux observers, SM, ISM and FOISM, are considered, in which the speed, flux and current controllers remain identically. In addition, the simulation results are presented by calculating the root-mean-square (RMS) values of tracking errors. To highlight the feasibility and superiority of the proposed scheme, forward-reverse operations are implemented to validate the capability of dealing with load disturbances, where exogenous loads are applied on \( t = 3, 13, 23, 33 \) second and removed on \( t = 7, 17, 27, 37 \) second. In the meantime, the flux and load torque commands are set to 0.22 wb and 0.15 Nt-m, respectively. The simulation results of steady-state tracking errors of flux and speed estimations are summarized in Table III. It is observed that the flux and speed tracking errors of the FOISM flux observer are smaller than the counterparts of other flux observers.

As shown in Fig. 2, a DSP and FPGA based experimental system with a sampling period of 1ms is set up to validate the proposed results. In the experimental platform, the TMS320C6713 DSP board is used to implement all control algorithms coded with C language, and the Stratix EP1S25 FPGA board is used to implement all functions of data bus, encoder, A/D converter and SPWM inverter. The induction motor used in the experiment is a Nikki Denso NF21-3F three-phase squirrel cage machine. The external load torque is produced by a Mitsubishi ZKG-10AN powder clutch. The hardware implementations are provided with the same manners of simulations. The flux responses corresponding to SM, ISM and FOISM flux observers on \( \omega_{rm} = 1800 \text{ rpm} \) and 500 rpm are shown in Fig. 3 and Fig. 4, respectively. From these experimental results, it can be seen that responses of the proposed FOISM flux observer are better than other flux observers via different speed commands. Furthermore, the speed responses with different flux observers on \( \omega_{rm} = 1800 \text{ rpm} \) and 500 rpm are shown in Fig. 5 and Fig. 6. It is noted that the FOISM flux observer can provide good speed responses in the aspect of tracking accuracy. With regard to different speed commands, 500, 900 and 1800 rpm, the speed transient responses with load suddenly applied are

![Block Diagram of the Proposed Scheme](image_url)

**Table I. The parameters of the induction motor.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( J ) (kg( \cdot )m(^2))</td>
<td>0.0001</td>
<td>( I_s ) (A)</td>
<td>5.7071</td>
</tr>
<tr>
<td>( R ) (( \Omega ))</td>
<td>0.7262</td>
<td>( L_s ) (H)</td>
<td>0.0059</td>
</tr>
<tr>
<td>( N_p )</td>
<td>900</td>
<td>( L_m ) (H)</td>
<td>0.53358</td>
</tr>
<tr>
<td>( \phi ) (VAR)</td>
<td>4.5491</td>
<td>( \omega_r ) (rpm)</td>
<td>105</td>
</tr>
</tbody>
</table>

**Table II. The coefficients of controllers and observers.**

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>SM</th>
<th>FOISM</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_{pd} )</td>
<td>65</td>
<td>65</td>
</tr>
<tr>
<td>( k_{pq} )</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>( k_{pI} )</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>( k_{ux} )</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>( c_3 )</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( c_2 )</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>( u_0 )</td>
<td>1000</td>
<td>1000</td>
</tr>
</tbody>
</table>

**Table III. The simulation results of steady-state tracking errors of flux and speed estimations.**

<table>
<thead>
<tr>
<th>( \omega_{rm} ) (rpm)</th>
<th>Methods</th>
<th>Flux error (wb)</th>
<th>Speed error (rpm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1800</td>
<td>SM [16]</td>
<td>0.0068</td>
<td>7.5183</td>
</tr>
<tr>
<td></td>
<td>ISM</td>
<td>0.0066</td>
<td>7.3186</td>
</tr>
<tr>
<td></td>
<td>FOISM</td>
<td>0.0064</td>
<td>7.1572</td>
</tr>
<tr>
<td>900</td>
<td>SM</td>
<td>0.0060</td>
<td>5.8224</td>
</tr>
<tr>
<td></td>
<td>ISM</td>
<td>0.0055</td>
<td>5.7071</td>
</tr>
<tr>
<td></td>
<td>FOISM</td>
<td>0.0052</td>
<td>5.4616</td>
</tr>
<tr>
<td>500</td>
<td>SM</td>
<td>0.0099</td>
<td>5.3419</td>
</tr>
<tr>
<td></td>
<td>ISM</td>
<td>0.0053</td>
<td>5.3358</td>
</tr>
<tr>
<td></td>
<td>FOISM</td>
<td>0.0051</td>
<td>5.1925</td>
</tr>
</tbody>
</table>
V. CONCLUSIONS

In this paper, an induction motor based on the sensorless vector-controlled scheme is discussed, where the flux/speed estimation and tracking are the main subjects of concern. A fractional-order integral sliding-mode flux observer is proposed to take the advantage of the flexibility of the fractional orders, and the associated performance of speed control is investigated. A DSP/FPGA based experimental system is setup to validate the feasibility of the proposed works. Compared to the integer-order flux observers, simulation and experimental results illustrate that the proposed FOISM flux observer can achieve much better performance in both the steady-state and transient responses subject to load disturbances. Also, the tracking performance of vector-controlled induction motors is getting better if a relatively robust and accurate flux observer is provided. This paper has discussed the flux estimation with certain fractional orders of the integral/differential operators. Therefore, how to get the optimal values of the fractional orders will be involved in the future research works, where an optimization framework might be a promising challenge.
Fig. 5. The experimental speed responses corresponding to different flux observers, $\omega_{\text{obs}} = 1800$ rpm: (a) SM, (b) ISM, (c) FOISM.

Fig. 6. The experimental speed responses corresponding to different flux observers, $\omega_{\text{obs}} = 500$ rpm: (a) SM, (b) ISM, (c) FOISM.
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